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Unmasking a hyperchaotic communication scheme
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This paper will consider the use of nonlinear dynamic forecasting techniques to extract message signals from
a six-dimensional, message-modulated hyperchaotic communication scheme. It will be shown that a variety of
messages can be successfully extracted using only a three-dimensional reconstruction. Further, the robustness
of the signal extraction is demonstrated by extracting a speech message with the speech amplitude varied by
over an order of magnitude. In all cases intelligible speech was extracted, so security was not greatly improved
by going to a hyperchaotic system or larger amplitude sign&063-651X%98)12207-9

PACS numbegs): 05.45+b, 89.70+c

I. INTRODUCTION In Sec. Il we will give a very brief outline of the NLD
forecasting approach to signal extraction. Then in Sec. Ill we
The development of chaotic communication techniquedVill discuss the chaotic communication scheme of Kocarev

Researchers have primarily focused on the use of synchrdl€SSage extraction. Section V will conclude with some dis-

nizing chaotic circuits to achieve a robust communication“4Ss10N of the implications of these resulits.
chaqnel[l—ll]. In these systems, identical Fransm!tter and Il. NLD FORECASTING

receiver systems are synchronized by passing a signal from

the transmitter to the receiver, where the signal represents the The NLD forecasting will only be outlined here since de-
time evolution of one variable in the transmitter system. Thigtails can be found if12]. The first step in NLD forecasting
produces a chaotic carrier linking the transmitter and reis to reconstruct the phase space dynamics of the underlying
ceiver. The communication aspect is incorporated either byglynamical system. This is usually done using a time-delay
adding a message signal to the carrier or by modulating som@construction, with the time delay chosen using mutual in-
of the parameters of the transmitter with a message signalprmation techniquef23], although other techniques seem to
which effectively alters the carrier. In several of thesegive similar result§24—24. Once the reconstruction is ob-
schemes, using both additive signals and message-modulattained, to make a prediction about the future evolution of a
signals, it has been shown that an intercepted signal can tgiven point x,, we choose neighbors in a local region
analyzed to detect and extract the hidden messages usiagound the point and base the model on the dynamics exhib-
nonlinear dynami¢NLD) forecastind 12—15 or other tech- ited by the neighboring points. That is, {k;} is the set of
niques[16]. The primary reason for these weaknesses in seaeighbors then we want to find a predictor functiérsuch
curity has been the fact the chaotic carrier can be used tthat F(x;) =x; ., for all points in{x;}. We generally choose
create a phase space reconstruction of the transmitter dynafte model to be an expansion in polynomials up to degree 2
ics. Since the message signals perturb the transmitter dynarand F is found by least-squares minimization. OnkEeis

ics, these perturbations are detectable. determined, we predid¥(x,) =X, 1. This describes the ba-

It has been suggested that one possible way to make #ic framework for local modeling, but the process needs to
more difficult to extract a hidden message signal is to in-be enhanced if it is to be robust in the presence of extraneous
crease the dimension of the dynamical system, especially ifioise or if it is to be used to extract hidden signals.
used with a message-modulated approach to hide the signal. First of all, it often occurs that the reconstructed attractor
Along these lines there have been several recent reports coexhibits self-intersectionsand with real-world data, this is
cerning the synchronization properties of high-dimensionablmost always the cag€elo separate out intersecting trajec-
chaotic(hyperchaotit systemg17,18,11,19-2R In this pa-  tories, the process is enhanced by the requirement that neigh-
per we will consider a hyperchaotic communication tech-bors must be selected not only on the basis of being physi-
nique developed by Kocarev and Parl[tkl], which uses cally near in phase space, but also having similar
message modulation and two stages of chaotic scrambling tmumerically approximatédangent vectors. The second en-
obscure the presence of the message signal. Further, the te¢tancement involves choosing local coordinates in the differ-
nigue is perfectly synchronizing, even in the presence of thent local regions, so that the coordinates are aligned with the
message, and there are fairly flexible limits on the strength oflominant flow directions. The desired transformation matrix
the message signal, so it is not as restrictive as the additivés found by using singular value decomposition on a local
message systems, which require that the message be of ldvajectory matrixR with entries Rj;=(xj+1—X;);, Where
amplitude relative to the chaotic carrier. Even so, we willeach row is the vector difference between one of the neigh-
show that going to higher dimensions and using messagieoring points and next point along its trajectory. The decom-
modulation did not produce a drastic improvement in theposition givesR=UWV' [27], whereV is the rotation ma-
security of the system. In fact, even though the system wasix. The final enhancement in the prediction process is
six-dimensional, we were able to detect and extract signaldesigned to make the predictions more robust by rejecting
using only a three-dimensional reconstruction. any perturbations to the local flow that are likely to be
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FIG. 1. Original voice tracé“testing 1, 2, 3,...").

caused by the presence of an interfering signal or a hiddeﬁy e=x—y ande=f(x,s)—f(y,s), has a stable fixed point at
message. This is accomplished by examining the relative=0 and we usually demand that the fixed point be globally
magnitudes of the singular values\t and zeroing out any asymptotically stable.

that are below a predetermined threshold. The idea here is An important benefit of the approach developed by Ko-
that once the new coordinates are chosen, the first principalarev and Parlitz is that an information-bearing message can
axis will point in the dominant flow direction, but the other be incorporated into the functios(t) and this message ef-
directions may be dominated by the interfering signal orfectively alters the chaotic dynamics of the transmitter. The
message signal. Consequently, by zeroing out those dimesynchronization aspect of the communication scheme is ex-
sions, we collapse the problem to a problem of prediction iriremely robust as long as the error system has the attracting
a subspace of the embedding space. This makes the alglixed point at the origin, so there is no apparent restriction on
rithm more robust and tends to force the predictions to trackhe power level of the message signal. This is significantly
the chaotic system, while ignoring the interfering signals oddifferent from the Qarllest schemes, where synchron.|zat|on
hidden messages. Then, when the predicted chaos is sufuld only be achieved for low-power message signals.
tracted, the interfering signal or hidden message is more eviiOWEVer, in practice we have found that the message signal
dent. power must be within a reasonable range; otherwise it may

Once the local coordinates are chosen and the collapse ;irstrzﬁtg?lnt?emclocr?]g; thtzr?ggztlg:ranzrglttéarri;&yurﬁ?nmat g;f
the subspace is effected, the prediction problem is done i P q P ' 9

the usual way. The predicted value is then converted back toOpK%i::eiegﬁg%armz go through a number of examples to
the original coordinate system.

show that their APD approach is just a generalization of
earlier schemes, most all of which have been studied before
1. HYPERCHAOTIC COMMUNICATIONS in [15,14,13,12and found to have security flaws. However,
since the APD scheme is more general, the authors go on to
develop an interesting hyperchaotic communication scheme
using two different chaotic systems in a cascade, involving
six dynamical variables. They expressed the hope that im-

A technique of chaotic communication is developed in
[11], where Kocarev and Parlitz use what they calbative-
passive decompositiofAPD). The basic idea is to take a

dynamical system ) proved communication security would result from the high
z=F(2) dimensionality of the system and the fact that the informa-
tion signal was merely used to modulate the chaotic dynam-
and rewrite it as a nonautonomous system ics. The two chaotic systems were the Lorenz equations and
x=f(x,s(t)), the Rossler equations and the governing equations are

. - o . X1=2+X1(%—4), X4=—10¢+s,
where s(t) is a driving function given by some function ) .

s(t)=h(x) or determined independently through a differen- X2= X1~ X3, X5=28K4— X5~ XgXe,
tial equations=h(x,s). If the system forx determines the Xg=Xo— 2.45s+ Sauxs  Xg=XaXs— 2.666K,
state of the transmitter in a communications link, then the _it3 — 10xe+ 305, ./
transmitted signal would be given Isft). The receiver for Saux= 1T 3X3,  S= 15 aux! X6 -
the system would be an identical systgmf(y,s(t)) driven  wherei is the information signal and the transmitter has the
by the transmitted signa(t). The receiver synchronizes ex- property thatxg>>0, so the division causes no problems. No-
actly with the transmitter as long as the error system, definetice thati is only added directly ints,,, and thens,,, is
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coupled into the second level of the cascade thrasigrhe  ground dynamics. The extracted speech appears in Fig. 4,
transmitted signal is(t) alone and as will be seen in Sec. and although there is some error introduced by the forecast-
IV, the presence of the message is virtually indistinguishabléng process, it does not interfere with intelligibility and all
in the dynamics. The equations governing the receiver arbisteners found it easy to understand the spé@éh For the
essentially the same, but cascaded in the reverse order: example in Figs. 1-4, the data were scaled so that the range
Va= —10yats, Y1=2+yi(ya—4) of the cha(_)s was between25.9 and+25.1 and the maxi-
4 ar> 1 nyz =h mum amplitude in the speech was 1.74. However, the speech

Ve=28y,—Vs—VYa¥s, Yo=—Y1—VY3, extraction could be achieved for a wide range of voice am-

) ) - plitudes since we were able to extract intelligible speech for

Y6=YaY5—2.666/5, Y3=Y2—2.45/3+ Squx, maximum speech amplitudes of 0.9, 0.32, and 0.16. At am-
~Saux=(5— 10y5)Ye/30, ir=(S—10ys)ys/30—3ys, plitudes much greater than 1.74, the speech can be heard

unaided in the chaotic transmission and it appears that the

wherei is the recovered information signal. Except for anSpeech drives the transmitter out of the chaotic range, al-
initial transient, the signal is recovered exactly. We havethough this could be a problem with numerics. Conse-
numerically simulated this communication scheme so thafluently, there does not appear to be a range of values of the
we could generate the transmitted information signal and isPeech power that makes the communication approach very
the next section we show the results of the analysis of thé€cure.

transmitted signal.
V. DISCUSSION

IV. RESULTS Our results on the analysis of the hyperchaotic communi-

To test the h haoti icati h ?tion scheme are somewhat surprising. Since the communi-
0 test the hyperchaotic communication SCheme, We USefyi, technique effectively used the message to modulate

sets, we numerically integrated the system with a time step
At=0.01 using a fourth-order Runge-Kutta scheme. To ex-
tract the signal we reconstructed the attractor in three dimer  2%©
sions using a time-delay embedding witk 10. In the NLD 150
forecasting, we used second degree polynomials and w 10
chose 25 neighbors in a comparison region of the time serie  so
and made predictions based on their behavior. « 0
To test the capability of the NLD forecasting on the " 50
speech message, we took a voice trace of the phrase, “tes _ip
ing, one, two, three, testing, one, two, three,” sampled a _is
22 050 Hz, and used it as the information signal in the modu _,,, |
lated communication scheme. The original voice trace is 200
shown in Fig. 1. The transmission from the transmitter to the 44
receiver was then modulated by the voice, where the speec
begins at sample 95 85@lthough a lead-in hiss begins at *tue
point 83 850. The resulting signal is shown in Fig. 2. The
three-dimensional time-delay reconstruction in Fig. 3 cap: 200 % .00 -150 100
tures much of the behavior of the full six-dimensional sys-
tem. NLD forecasting was then used to predict the back- FIG. 3. Three-dimensional reconstruction of signal.

als. A potentially more significant result is that the use of

200

_50 0 50 100
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higher-dimensional systems did not make it much more difwould have been a higher level of bit errors or regions where
ficult to break the communication scheme, and we were ablslight divergences of trajectory would have to be corrected
to use only a three-dimensional reconstruction to analyze by hand. For the speech example, using a comparison region
six-dimensional system. We suspect that even though th#hat overlapped the speech section resulted in only slight
dynamics are taking place in a six-dimensional space, theneductions in intelligibility.
is still just a one-dimensional trajectory moving through that These investigations provide further evidence that chaotic
space and the local dynamics that are used in the NLD forecommunication schemes that transmit a chaotic signal that
casting are still quite low dimensional. If this holds true in can be used for a phase space reconstruction are very diffi-
general for other higher-dimensional chaotic communicatiorcult to make secure. Moving to a higher-dimensional chaotic
systems, it may be difficult to use higher-dimensional syssystem may provide some benefits, but it is important to
tems as a means to achieve communication security. Corconsider whether the local dynamics truly reflect signifi-
versely, when examining potential higher-dimensional syseantly more complicated dynamics. Finally, it is important to
tems, one should concentrate on systems where the localudy how the message modulation of a communication
dynamics are also high dimensional. scheme affects the transmitter since if the perturbations to
In all of the hyperchaotic examples presented here, we¢he expected dynamics resemble the message signal, it is
made explicit use of a region where there was no messadikely that they can be extracted.
being transmittedexcept for the low-amplitude hiss in the
speech data before the actual speech begHms had the
result of giving cleaner results, but we should comment that
other experiments have been done where the comparison re- This work was supported, in part, by a research grant
gion was not “clean.” For the square wave signal, on a testhrough the Center for Research on Applied Signal Process-
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